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Random Graphs and Probability Models*

T. N. Bhargava and D, L, Fisk**
Kent State University, U. S. A.

Abstract

In this paper we present some preliminary results from the
theory of random graphs and digraphs, particularly in reference to
their evolution as a time-dependent process. The main ideas come
from the work of ErdSs and Rényi, who describe a random graph as an
independent trials stochastic process. The number, N, of edges in
the graph is kept to be fixed,. 0o < N < (B)L Evolution of a random
digréph (directed graph) may similarly be described, e.g. Palasti's
recent work on strong connectedness of random digraphs. Another
approach is that of Gilbert, in which N itself is a random variable,
and which is similarly carried over to digraphs. We study in detail
some specific situations for the case when the number of diedges
(directed edges) in a random digraph remain fixed by virtue of the
- fact that either the valencies (number of diedges starting from a
point), or the densities (number of edges terminating at a point)
or both remain fixed throughout the evolutionary process. The case
‘when both the valencies and the densities are random variables gives'
rise to the.varying number of diedges. A formal description of a
hu]tip]e Markovian ﬁrocess for varying densities but fixed valencies,

is also given with results for some simple cases.

~

*Prepared with the support of a NASA Research Grant No. NsG-568 at
Kent State University, U. S. A.

**W{ith Northwestern University until August 15, 196“




The aim of this report is to indicate some of the.
work which is being pursued with a view of app1y graph-
theoretic methods, in particular the notions of random
graphs and digraphs, in applied probability situations.,
For most of our definitions, notations and conceﬁts; we
refer to Erd8s and Rényi [31, and Bhargava [1]. A graph
consists of a set V of n labeled points (called Qertices),
and a set of N lines (called edges) joining none, some, or
all of the pairs of points, i.e. 0 < N < (2); we denote
such a graph by Gn,N' It is assumed that a graph has no
parallel edges or loops. A digraph (directed graph) con-
sists of a set V or vertices, and a set E of diedges
(directed edges) such that § <« E < VxV-{(i,i): i e V},
where VxV denotes the cartesian product of set V with
itself. Once again, we assume that a digraph has no mul-
tiple diedges and no loops, and denote a digraph with n
vertices and N diedges by Dn,N where N is the number of
elements in the set E; clearly 0 < N < n{(n-1). We remark
that digraphs with Toops are also of interest but their
consideration is omitted here.

A random évo1utionary graph may be defined in many
different ways. For example, a very general way consists
in choosing a random subset from the set, V, of vertices,
and then another random subset which may be quite arbit-
rary; then we define a random mapping from the first chosen
subset to the second. Next, we select a third subset
according to a probability distribution thch may depend

-2-



on the first two choices of the subsets, and then define a
random mapping between the second and the third subsets.
This procedure may be continued as long as we want, each
random mapping defining a class of edges so that at any
particular stage we have a graph consisting of randomly
chosen edges.

A simpler way of defining a random graph is to first
pick a point at rﬁndom from the set, V, of vertices, and
then to move from this point to another with a certain
probability distribution. This defines an edge. From the
point arrived at, we then move to another point according
to a probability distribution which depehds on the previous
points visited; the possibility of repeating points that have
been v}sited before, or returning to the starting point is
not excluded. The.points may either be chosen independently
in succession, or be chosen in a Markov sequence. However,
such generalizations are not very fruitful, and sometimes
not even necessary. A simple and useful approach is that
of Erdos and Rényi [2] who essentially started the study of

random graphs: A graph G is said to be a randcm graph

n,N
if it is chosen with same probability as any other member

from the class of all graphs consisting of n vertices and

N edges; this probability is 1/((2)). The evolutionary
process is described by looking at a.random graph as a
stochastic process. At time t = 1, one chooses an edge

from the (2) possible edges with probability 1/(2); at t = 2,

a new edge is chosen with probability 1/{(2)—1}; and so on.
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In an obvious manner, one can define a random digraph (or

a directed random graph as called in Palasti [5]). Another

useful approach is that of Gilbert [4] in which the evo-
lution is consideked by assigning a probability p, 0 < p < 1,
of joining a pair of vertices by means of an edge; or equi-
valently by erasing with a probability q = 1-p, an edge
between any pair of vertices from the complete graph ( a
graph which has all possible edges i.e. (2)). A comparison
of Erdds-Rényi and Gilbert approaches is of interests in
itself.

One may now ask various interesting questions about
such graphs and digraphs. For example: What is the pro-

bability that a random graph G (a random digraph D )
v n

n,N ,N

is connected (strongly connected) or has a property
P at a certain stage of the process? What is the probability
distribution of the first occurrence of a connected graph
(strongly connected digraph)? What is the probability that
a graph (didraph) ever becomes connected (strongly connected)?
These and some other questions have been considered by Erdés
and Rényi [2], [3], and Palasti [5] in their very interesting
papers.

In all of the schemes described above, the number, n,
of vertices is kept fixed while the number, N, of edges
(diedges) varies in time. A scheme for describing a random
'evolutiohary digraph in which N is also kept fixed has been
essentially described in some detail by Bhargava [1). This,

of necessity, changed the character of randomness of the
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digraph, but such an approach appears to be more useful in

applications to various fields; for example, networks., The

model in [1] is mainly used to analyze time changes in terms

of the aggregate of subdiéraphs of the given digraph, and
presents techniques for doing so. In this section we
present a formalization of the above type of random digraph,
for fixed n and N, in terms of a digraph-valued Markov pro-
cess. The number, N, of diedges may be taken as a random
variable using a Gilbert type approach. We also remark
that all the evolutionary processes described so far, with
the exception of the Bhargava approach, are independent
trials processes, and as such not applicable in dynamic
studies.

Let V = {1,2,...,n} denote the set of n vertices of
a given digraph D which is such that a vertex i of the
digraph has valency ¢ (the number of diedges starting from
it), and density d; (the number of diedges ending at it}),
i=1,2,...,n. C]earTy %Ci = %di = N, say. There are four
possible ways of describing the evolution of such a digraph:
(a) Both c;'s and di's remain fixed through the time,
(b) c;'s remain fixed but d;'s change in time, (c) dy's
remain fixed but c;'s change in time, (d) both c;'s and di's
change in time. In the first three cases (a), (b), and (c)
the number of edges remain fixed, whereas in the case (d)
the number of edges is a time-dependent random variable.

" We consider the simple case (b) where the number of edges
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and the number of vertices remain fixed and the change in

digraph takes place because of the change in the probability
distribution of the c;'s i.e. of the randem vector
(cyscpseenscp).

It now seems possible to describe, rather simply, the
evolution of a random digraph as a formal stochastic
process with all its standard problems of limiting stable
distributions, statistical inference about the parameters
involved, etc. In various practical sjtuations a random
digraph is found to be a reasonable probabilistic model
under suitable conditions. We give a very general descrip-
tion of a digraph-valued Markov process. Because of the
hopelessness of the general situation, we specialize our
process to some‘specific situations.

Let Vv = {1,2,...,n} be a set of vertices, and let
E = {eij = <i,j>|i # j,i,j eV} be the set of all ordered
pairs of distinct points in V, i.e. E is the set of diedges;
the number of elements in E is n(n-1). Let E. = {ej;li # 3,
jeV}l, ic¢ V,'be the set of all diedges starting from
vertex i; the number of elements in E; is n-1. If ZEi
denotes the class of all subsets of E;, then there are
2"-1 etements in the class 2B1.
We denote by G(V,E) = {<V,E>|EcC E} the class of all
digraphs on set V; the number of such digraphs is 2n(n-1),
and any.digraph <V,E> is completely described by the

sequence (<i,Ei>)y < j < p, where E;c E; for all 1 < i < n.
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Let T(V,N) = {<V,E> ¢ G(V,E)|#E = N}, where #E denotes
the number of elements in the set E. Let Ci = #Ei be the

‘ n
valency of vertex i; then I'(V, & ci):)F(V;c],...,cn)
i=1

. I#E1=C.,]<‘i<n},
<1 <n 1 - -

One can now form a very general stochastic process

= {(<i,E >)
1]

where the outcome on the "t-th trial" is a digraph 9t in
the class G(Vt,Et). In this paper we formally describe
a digraph-valued Markov process for a rather restrictive
case, viz. when g, € F(V;c](t),...,cn(t)) where #V = n
is fixed and the valencies ci(t) are random variables.
For each t > 0, ci(f) e {0,1,...,n-1}, 1 < i < n,

Let € denote the set of n-tuples {i = <1']-,...,1'n>|1'j
n

e {0,1,...,n-11}, so that #€ = n". Let || 7| = = i, and
- _ _ i=1

ey = e ||7fl =N Let c(t) ={<cy(t),...,c (t)};

if || c(t)]|] = N. We have a digraph on n vertices with

N diedges, i.e. C(t) € CN. We formally write
P(C(0Q)
P(C(t)

Thus (C(t))

1l
[STH
g

= pj, je C.
jlc(t-1) = 7) = pﬁ(t), i,je¢

t s 0 is a Markov chain with initial probability

distribution (pj) e» and transition probabilities

J e
[pT,F(t)]T,F ¢ ¢ at time t > 0.
The prgcess may now be described in the following way:
(i) Once we have C(0) = <cq(0),...,c, (0)> we select

ci(O) diedges from Ei in an appropriate manner; for example,

we may select c%(O) at random from E; to form Ei(O). We get
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the digraph = (<i, g;(0)> )]<1<n

(ii) Given gy g = (<1',-E1-’,c_]>)]ii <’ Ye construct
9t (<1, E].’t>)]i1,in by first obtaining C(t) according to
its Markov transition law; then we construct the set Ei(t)
where C(t) = <c](t), . e e cn(t)>, and # Ei(t) = Ci(t)'
We now héve random variables taking values in {0,1, s
~ci(t-l) A c;(t)}, and we choose x;(t) diedges from Ei(t-1)
and ci(t) - xi(t) diedges from Ei(t-1) where E denotes
complement of E. This is a simple device to weigh the diedges
to be chosen for Ei(t) atcording to whether or not they
appeared in E;(t-1). Then

P(E,(t) = EilEi(t'])’ci(t)’xi(t))

(Ci(t—l) n-T-c.(t-1)

Xi(t) ( ci(%)-xi(t))
n-1

(o)

Each <i,Ei(t)>, 1 <i < n is chosen independently

according to the procedure outlined above.
Let X(t) = <Xq(t),...,X (T)>. Then

vl e Play = glgyHClE).K(E))
» ci(t—l -c;(t-1)
X, (t) e, (t)-x;(t)
;

]

t

- <V3E(t)> = <1,E](t)>)] < i
<V9E<t"])> = (<1’E1(t"])>)'|

=
=
1]
=3
®
w
t
|
A
=

IA
I A
=
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If C(t) ¢ CN’ then JiC(t)]| = N, and #E(t) = N,

g, € I'(V,N) for every t > 0. This requires possible

t
representations of N as a sum of n of the integers,

s...5n=1}. For let C(t) = <1],,,,,in>, HeCe) i

._]ij = N, then the number of elements in CN’ which is
thz—same as the possible values for C(t), is determined
by the number of representation of N as a sum of n integers
from {0,1,...,n-1}.

Finally, we consider a simpler case where we assume
Xi(t) to be same for each i = 1,2,...,n, and that each
X(t) has a binomial distribution b(ci(t-1) A ci(t),x).
By further assﬁming that C(t) = <c,c,...,c> so that
g, € I'(Vsc,...,c), and Xi(t) is b(c,Ax) for 1 < i <n, t >0,

t
we get

P(gt\gt-]) PO(E;(t)y o 4 & nl(Ei(t-]))]

s L < i < n

(L) NI

where ki = #(Ei(t)n Ei(t—l)).
For ¢ = 1, this reduces to
n-k

k
P9 l941) = %%%%%ﬁ AN

where k is the number of i's for which Ei(t) = Ei(t—l).
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Absfrait

Dans ce papier nous prgsentons des rgsultats prg—
liminaires de la théorie de"graphes" et de "digraphes,"
particu]i;rment ; 1'g§ard de leur evolution comme procgdés
Etemps—dépehdant." Les idées principales viennent du
travail d'Erdos et de Renyi, qui dgcrivent un graphe
choisi au hasard comme un procédé épreuve—stochastique.

Le chiffre n aux bords du graph reste fixé 0 <N < (g).
L'évolution d'un digraphe (courbe dirigge) peut etre
décrit pareillement, par exemple, 1'ouvrage récent de
Palasti sur 1‘aff1nitg forte entre des graphes choisis au-
hasard.

Autre approche est cef&e de Gilbert oD "N m@me, est un
variable choisi au hasard et qui est pareillement rapportg
aux digraphes. Nous Studions en détail des situations
spgcifiques pour le cas oh le nombre de "diedged$"(bords
dirigés) dans un digraph reste fixe 3 force du fait que

ou tes valences (nombre de (diedges) portant d'un point),
ou les densités (nombre de diedges qui se terminent 3 un
~peint), ou les deux restent fixés a travers le pfocédé
gvo]utionnaire. Le cas 63 tous les deux valences et les
densités sont des variables donne naissance au nombre
variable de "diedges." Une description formelle d'un
multiple procédg Markovien pour des densités variables
mais des valences fixés est aussi donnée avec les résultats

de quelques cas simples.
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